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No link—plan doesn’t completely remove the ban on reprocessing, just for proliferation-resistant reprocessing, means it can’t lead to diversion
[bookmark: _Toc333353847]Yim 05
(Man-Sung Yim, Department of Nuclear Energy at NC State, “Nuclear Non-Proliferation and the Future Expansion of Nuclear Power”, 10-12-2005, http://www.cistp.gatech.edu/programs/sam-nunn-security-program/Yim_nuclear_nonproliferation_and_future_expansion_of_NP_Final_to_INTA_10_12_05.pdf)
These observations imply that the latest technologies provide enhancement in proliferation resistance but cannot prevent a determined proliferator from acquiring fissile materials. The next question deserving deliberations is, “Is the proliferation resistance of new technological developments robust enough to reduce existing safeguards and security requirements with confidence?” One of the key desirable qualities for effective safeguards is timely and accurate warning, i.e., the ability to detect diversions with accuracy and sufficiently early before the diverter has acquired substantial quantities 104 . Do these new technologies allow this timely and accurate warning? In principle, the nuclear-battery reactor eliminates the need for “in-country” fuel handling and storage operation, except for fresh and spent-fuel handling during the actual installation and replacement of the entire reactor unit. As long as the installation and replacement of reactor unit and any necessary fuel handling is conducted under strict international control, the system features an excellent safeguardability. The UREX process when it is combined with smaller material balance zone facilitating near real-time material accounting can significantly enhance safeguards effectiveness. Pyroprocessing can be employed on-site with a nuclear reactor, thus largely eliminating the need for spent fuel transportation. But since it is hard to accurately measure and keep track of the fissile materials in the process, the system may not enhance safeguardability. The IMF design involves the existence of pure plutonium stream which implies that safeguardability is not much different from existing systems (i.e., PUREX reprocessing). The thorium-based fuel may reduce the need for on-site dry storage of spent fuel but is not expected to enhance safeguardability. The Prismatic-HTGR features a higher level of remote fuel handling which improves safeguards capability. Also the fact that nearly the entire core must be diverted to obtain roughly a critical mass of plutonium with the prismatic HTGR helps safeguards effort. Use of a pebblebed HTGR involves continuous refueling with low detectability for spent fuel pebbles with the small pebble size. Thus, monitoring the diversion attempt seems difficult. However, since proliferation requires a large number of pebbles to be diverted, the diversion attempt will require a very high rate of new fuel supply. This would provide a warning signal. In particular, if this diversion takes place early in a cycle to have the right plutonium content, an early warning signal could be available. Some of these new technologies are likely to allow the reduction in existing safeguards and security requirements. By providing enhanced deterrence and better opportunity for the international community to intervene, new technological developments would make any diversion attempts more difficult to pursue, both technically and politically 105 . Thus, proliferation resistance slows down the process of latent proliferation 106 . Technology does affect a potential proliferator’s balance of incentives and disincentives 107
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We meet—reprocessing creates additional energy production
Blaylock 2002 – Ph.D. Candidate at Massachusetts Institute of Technology Department of Chemical Engineering, (Wayne, “Addressing Proliferation Concerns for a New Generation: A Study of the Generation-IV Nuclear Energy Systems Initiative and its Relation to National Non-proliferation Goals,” http://www.wise-intern.org/journal/2002/wayneblaylock.pdf) 
In a partial recycle fuel cycle, a fraction of the used fuel is reprocessed and a fraction of the actinide material in the used fuel is recycled for new fuel fabrication. The recycled fuel is then returned to the reactor at least once and possibly several times for additional energy production. Uranium isotopes as well as plutonium isotopes may be removed from the fuel and placed in the nuclear reactor for energy production. If plutonium is removed, it would most likely be introduced into the reactor as plutonium oxide mixed with uranium oxide, a fuel commonly referred to as mixed oxide, or MOX, fuel. The French nuclear fuel-recycling program currently utilizes this fuel cycle. In full fissile recycle, all of the used nuclear fuel is processed to remove the reactor-usable plutonium and/or uranium. The used nuclear fuel from each recycle is once again processed to continue the cycle. This process is continued through multiple reactor cycles until essentially all fissile material is completely consumed. 17 The minor actinides as well as the fission products are disposed of in the waste stream for each processing operation. This technology would be applied, for example, in a liquid metal fast breeder reactor fuel cycle. A liquid metal reactor would be used because liquid metals are effective coolants that do not moderate neutrons. Un-moderated neutrons are important to this fuel cycle because there is a wider range of isotopes present in the full fissile recycled fuel than partially recycled fuel. Fast neutrons induce more efficient fissions across a wide isotopic range than do slow neutrons.


Counter-interpretation—energy production is the conversion of energy from one form to another for final consumption
COAG 9 (Department of Climate Change on behalf of the Council of Australian Governments (COAG) Expert Group on Streamlining Greenhouse and Energy Reporting, "national Greenhouse and Energy Reporting Streamlining Protocol," http://www.climatechange.gov.au/~/media/publications/greenhouse-report/nger-streamlining-protocol.pdf) 
‘Energy production’ is defined in NGER Regulation 2.23: Production of energy, in relation to a facility, means any one of the following: (a) the extraction or capture of energy from natural sources for final consumption by or from the operation of the facility or for use other than in operation of the facility; (b) the manufacture of energy by the conversion of energy from one form to another form for final consumption by or from the operation of the facility or for use other than in the operation of the facility.
Prefer our interpretation—
a) Best debate—our interpretation opens the best and most real world discussions on nuclear power because each stage of the fuel cycle has different consequences. This turns their limits argument—the limit they create is artificial debate
MIT ’11 
(“The Future of Nuclear Power”, Chapter 4 – Fuel Cycles, 2011, http://web.mit.edu/nuclearpower/pdf/nuclearpower-ch4-9.pdf)
The description of a possible global growth scenario for nuclear power with 1000 or so GWe deployed worldwide must begin with some specification of the nuclear fuel cycles that will be in operation. The nuclear fuel cycle refers to all activities that occur in the production of nuclear energy. It is important to emphasize that producing nuclear energy requires more than a nuclear reactor steam supply system and the associated turbine-generator equipment required to produce electricity from the heat created by nuclear fission. The process includes ore mining, enrichment, fuel fabrication, waste management and disposal, and finally decontamination and decommissioning of facilities. All steps in the process must be specified, because each involves different technical, economic, safety, and environmental consequences. A vast number of different fuel cycles appear in the literature, and many have been utilized to one degree or another. We review the operating characteristics of a number of these fuel cycles, summarized in Appendix 4. In this report, our concern is not with the description of the technical details of each fuel cycle. Rather, we stress the importance of aligning the different fuel cycle options with the global growth scenario criteria that we have specified in the last section: cost, safety, nonproliferation, and waste. This is by no means an easy task, because objective quantitative measures are not obvious, there are great uncertainties, and it is difficult to harmonize technical and institutional features. Moreover, different fuel cycles will meet the four different objectives differently, and therefore the selection of one over the other will inevitably be a matter of judgment. All too often, advocates of a particular reactor type or fuel cycle are selective in emphasizing criteria that have led them to propose a particular candidate. We believe that detailed and thorough analysis is needed to properly evaluate the many fuel cycle alternatives. We do not believe that a new technical configuration exists that meets all the criteria we have set forth, e.g. there is not a technical ‘silver bullet’ that will satisfy each of the criteria. Accordingly, the choice of the best technical path requires a judgment balancing the characteristics of a particular fuel cycle against how well it meets the criteria we have adopted. Our analysis separates fuel cycles into two classes: “open” and “closed.” In the open or once-through fuel cycle, the spent fuel discharged from the reactor is treated as waste. See Figure 4.1. In the closed fuel cycle today, the spent fuel discharged from the reactor is reprocessed, and the products are partitioned into uranium (U) and plutonium (Pu) suitable for fabrication into oxide fuel or mixed oxide fuel (MOX) for recycle back into a reactor. See Figure 4.2. The rest of the spent fuel is treated as high-level waste (HLW). In the future, closed fuel cycles could include use of a dedicated reactor that would be used to transmute selected isotopes that have been separated from spent fuel. See Figure 4.3. The dedicated reactor also may be used as a breeder to produce new fissile fuel by neutron absorption at a rate that exceeds the consumption of fissile fuel by the neutron chain reaction.2 In such fuel cycles the waste stream will contain less actinides,3 which will significantly reduce the long-term radioactivity of the nuclear waste.4

Courts

Doesn’t solve commercialization—
a) Judicial implementation doesn’t solve—court action wouldn’t have the same credibility or expertise as direct DOE implementation
Meazell ’12 – associate professor of environmental law at Wake Forest University
(Emily Hammond Meazell, was previously associate professor of law at Florida State, Oklahoma, and Georgia, Presidential Control, Expertise, and the Deference Dilemma, 61 DUKE L.J. 1763 2012)
1. Expertise. Since the dawn of the modern administrative state, expertise has played an important role as an anchor of regulatory legitimacy that has shaped the relationship between courts and agencies. As a theory of agency behavior, expertise is viewed as providing a shield from political influence, as well as reflecting a preoccupation with administrators as technocrats. 32 When Professor James Landis famously described administrators as implementing “the great judge[’s]” vision of “man’s destiny upon this earth,” 33 he spoke for a great number who believed that administrators could reach good outcomes by applying their expertise to given sets of facts. 34 Indeed, facts—especially those grounded in science—dictated outcomes for these technocrats, who could do their work free from political influences. 35 The importance of expertise, moreover, is a part of the narrative explaining legislative delegations to administrative agencies. Just as courts are generalists, so too is Congress. Delegation to experts is a pragmatic way to get the work of regulating done by those who can bring special expertise to bear on any number of complex issues. Relying on agency expertise is also politically expedient because it permits legislators to avoid making unpopular decisions and to transfer that cost instead to agencies. 36 Naturally, expertise also figures into judicial review as a reason for deference to agencies. This ground for deference was historically extremely strong. In an early ratemaking case, for example, the Supreme Court remarked that “the product of expert judgment . . . carries a presumption of validity.” 37 That superdeferential approach has not entirely survived the advent of hardlook review; 38 nevertheless, expertise remains a common justification for judicial deference. This trend makes some sense: even if regulators are captured by rent-seeking regulated entities, as a matter of comparative institutional expertise, courts cannot come close to duplicating the scientific and factfinding capabilities of agencies. 39 Agencies can conduct their own science, after all; courts are relegated to reviewing a record post hoc. Accordingly, expressions of deference on the basis of expertise persist in the case law. 40 And ultimately, a prevailing reason that courts insist that they may not substitute their judgment for that of agencies is because of the agencies’ expertise. 

Uniquely kills commercialization
Berry and Tolley ’10 – professors of energy policy and economics
[Professors R. Stephen Berry and George S. Tolley, “Nuclear Fuel Reprocessing Future Prospects and Viability”, University of Chicago Humanities, 11-29-2010, http://humanities.uchicago.edu/orgs/institute/bigproblems/Team7-1210.pdf]
The American combination of fragmented power, little reliance on bureaucratic expertise, an independent judiciary, and opposing interest groups greatly undermines the ability of the U.S. government to credibly commit to the nuclear power industry. In France, despite substantial anti-nuclear interest groups, the impermeability of the institutional setup—no division of power, weak judiciary, and reliance on bureaucratic expertise—effectively prevents activists from influencing policy outcomes. 64 The French exploration into commercial nuclear energy and subsequent promotion of nuclear energy was the result of “a perceived shortage of enriched uranium, a need for weapons-grade materials, and the desire for energy independence from foreign states.” 65 In contrast to the U.S., the political environment in regards to nuclear energy in France has remained stable over the course of the last fifty years. In 1955, three government organizations banded together to promote nuclear power; namely: Electricité de France (EDF—the state—owned utility empowered by the Ministère de l’Industrie et des Finances), the Commissariat à l’Energie Atomique (CEA—with a promotional mission parallel to America’s AEC), and Production d’Electricité d’Origine Nucléaire (PEON—an advisory group to the CEA comprised of CEA, EDF, state, and industry representatives). 66 The nuclear industry maintains a high degree of central planning and state integration. 67 This political environment has provided the means for credible government commitment to the industry. Though there has been strong anti-nuclear rhetoric domestically in France the well insulated governmental setup towards nuclear energy has prevented these groups access to any policy-making forum. Further, these groups are afforded less influential power toward the industry due to a weaker judiciary than is present in the U.S. 68 Therefore, the uncertainty surrounding the commitment of the government toward the nuclear industry in France is far less than in the U.S. The French political structure “can carry out a long-term policy while ignoring the fluctuations of public opinion.” 69  This lack of “uncertainty” is important when we consider the effect that it has on transaction costs for the utilities attempting to employ nuclear facilities and investors realizing a return on their outlays.  The U.S. political structure has led to an increase in transaction costs for its domestic nuclear industry, while the French structure is able to mitigate similar types of increases. As a result of the political structure, transaction costs for the nuclear industry are higher in the U.S. than they are in France. In opening the policy forum to anti-nuclear interest groups, the U.S. nuclear industry experienced procedural delays and increased compliance costs for nuclear facilities.  From 1954 to 1979, the average lead times, including the time from order through commercial operation, increased from 2 to 6 years in France and from 3 to nearly 13 years in the United States. 70 Further, French programs typically presented greater stability in lead times as well as fewer delays than in the United States. 71 The nuclear industry in the U.S has seen an increase in uncertainty for their transaction costs in order to protect their large sunk costs. This has resulted in an increased perception of risk on the part of investors and subsequently increased the cost of capital for the technology: “lengthening the regulatory process increases the capital costs of the plant by pushing the revenue received from operation further into the future and by adding to the total interest payments on construction loans.” 72 This political institutional framework provides an understanding of the challenges which confront nuclear reprocessing in the U.S.

b) Uncertainty exists now due to DOE policy
DOE ‘11
(“United States Department of Energy National Spent Nuclear Fuel Program”, May 2011)
In September 2002, the “Idaho High-Level Waste & Facilities Disposition Final Environmental Impact Statement,”3 further clarified the handling of HLW as follows: • Treat and store HLW until disposal • Develop technologies for final disposition of HLW including support for treatment of sodium bearing waste. In March 2010, DOE entered a motion to withdraw its pending license application for a permanent geologic repository at Yucca Mountain, Nevada. In 2011, DOE suspended reprocessing of fuels in the SRS H-Canyon. As a result, there is considerable uncertainty as to the path forward and associated needs to ensure effective management and final disposition of DOE SNF and HLW.

c) Removing the DOE regulation is key—interaction with the NRC means its key to be able to operate the plant
Haney ’11 – Director of the Office of Nuclear Material Safety and Safeguards
(Catherine Haney, “Reprocessing Rulemaking: Draft Regulations and Path Forward”, 11-18-2011, http://www.nrc.gov/reading-rm/doc-collections/commission/secys/2011/2011-0163scy.pdf)
The current regulations for reprocessing facilities are in 10 CFR Part 50; 10 CFR Part 50, Appendix F requires applicants to submit an application for construction permit followed by an application for an operating license. This approach results in significant regulatory uncertainty because it is possible to receive a construction permit for a facility that, when constructed, is not allowed to operate. The Combined License (COL) process under 10 CFR Part 52 addresses this uncertainty by using a one-step process that combines the application for a combined license (combining the construction permit and operating license issuance). In an effort to improve licensing and regulatory efficiency for nuclear power plants, the NRC established regulations for a one-step licensing process in 10 CFR Part 52. In the one-step licensing process, the NRC evaluates the information in the application through the use of inspections, tests, analyses, and acceptance criteria (ITAAC) to ensure that the plant operates as designed and constructed before the agency authorizes fuel loading. 10 CFR Part 52, (Subpart A) also allows for Early Site Permits (ESP) and Limited Work Authorizations (10 CFR Part 52, Sections 52.17(c), 52.27, and 52.91). However, 10 CFR Part 52 does not apply to SNF reprocessing facilities. 

Doesn’t solve ROK—Korea only pays attention to the DOE
Peters ’12 – deputy laboratory director for programs at Argonne National Lab
(Mark T. Peters, American Nuclear Society, “Recycling Used Nuclear Fuel: Balancing Energy and Waste Management Policies”, Testimony to the U.S. House of Representatives, 6-6-2012)
In the United States, the primary organization with responsibility for the research and development of used fuel recycling technologies is the Department of Energy’s Office of Nuclear Energy (DOE-NE), through its Fuel Cycle Research and Development program. This program supports research to develop and evaluate separations and treatment processes for used nuclear fuel that will enable the transition from the current open fuel cycle practiced in the United States to a sustainable, environmentally acceptable, and economic closed fuel cycle. Ongoing projects related to reprocessing and waste management include: • Using advanced modeling and simulation coupled with experiments to optimize the design and operation of separations equipment. • Exploring an innovative one-step extraction process for americium and curium, radionuclides that are major contributors to nuclear waste toxicity, to reduce the cost of aqueous-based used-fuel treatment. • Further developing pyrochemical processes for used fuel treatment. These processes enable the use of compact equipment and facilities, treatment of used fuel shortly after discharge from a reactor, and reduction of secondary waste generation. • Developing highly durable and leach-resistant waste forms of metal, glass, and ceramic composition for safe, long-term disposal. However, it must be noted that the United States increasingly relies on collaborative arrangements with foreign research institutions and universities to conduct research in these areas. For example, Argonne, Idaho, and other U.S. national laboratories are working with the Korea Atomic Energy Research Institute, in a series of joint studies sponsored by the United States and Republic of Korea, to study disposition options for used nuclear fuel, including pyroprocessing, in order to develop economic, sustainable long-term solutions, consistent with non-proliferation objectives, for nuclear energy production and waste management. The state of U.S nuclear research facilities is declining compared to steady investments being made in countries such as France, Russia, Japan, and Republic of Korea. More importantly, those governments, as part of their national energy policies, have committed to the development and deployment of advanced fast reactor technologies, which are an important element of an integrated energy and waste management policy.

QER


Doesn’t solve commercialization—
a) Committees destroys certainty behind the plan—guts solvency for commercialization, key to the Aff
Berry and Tolley ’10 – professors of energy policy and economics
[Professors R. Stephen Berry and George S. Tolley, “Nuclear Fuel Reprocessing Future Prospects and Viability”, University of Chicago Humanities, 11-29-2010, http://humanities.uchicago.edu/orgs/institute/bigproblems/Team7-1210.pdf]
The U.S. efforts to exploit nuclear power commercially originated as a result of the Atomic Energy Act of 1954 and specifically the creation of the Atomic Energy Commission (AEC) 58 . In 1957, the Price-Anderson Act limited utilities’ liabilities regarding nuclear accidents and helped promulgate interest in the commercial use of nuclear energy. 59 This act served an important role in relaying the government’s credible commitment to the nuclear industry. Initially, the U.S. nuclear industry was subject to the interaction of three groups; the nuclear/electric industry, the AEC, and the Congressional Joint Committee on Atomic Energy (JCAE). 60 In this respect, polices regarding the nuclear industry were centralized and left to the discretion of the regulators and the regulated industries themselves. This political environment fostered the expansion of the nuclear industry and investment in the technology. However, control over commercial nuclear policy became highly fragmented: By the time the JCAE was officially disbanded in early 1977, more than a dozen committees in the House and Senate had gained some oversight over nuclear energy policy. Once the decentralization of authority had occurred, proposals to create a single House energy committee with concentrated authority were defeated. This proliferation of oversight is far more typical of the American political system than the centralized JCAE had been. 61 Further, during this period there was a significant rise in the number of anti-nuclear activists namely the Union of Concerned Scientist and the National Resource Defense Council. 62 These groups were able to utilize this fragmented political environment to undermine government commitment to the industry. The revived arrangement for nuclear industry oversight can be characterized by a subcommittee structure “open to competing interests, as well as vulnerable to changes in the composition of interest groups”. 63 Moreover, the nuclear industry was subject to an increased volume of rules and regulations as the anti-nuclear activist groups employed the independent judiciary branch for their interests. The change in the political structure confronting the nuclear industry undermined the feasibility of credible commitment of government toward the industry. Subsequently, this helped lead to the decline of the commercial nuclear industry in the U.S in addition to the Three Mile Island (TMI) accident. This situation contrasts the environment of the French nuclear industry. The American combination of fragmented power, little reliance on bureaucratic expertise, an independent judiciary, and opposing interest groups greatly undermines the ability of the U.S. government to credibly commit to the nuclear power industry. In France, despite substantial anti-nuclear interest groups, the impermeability of the institutional setup—no division of power, weak judiciary, and reliance on bureaucratic expertise— effectively prevents activists from influencing policy outcomes. 64 The French exploration into commercial nuclear energy and subsequent promotion of nuclear energy was the result of “a perceived shortage of enriched uranium, a need for weapons-grade materials, and the desire for energy independence from foreign states.” 65 In contrast to the U.S., the political environment in regards to nuclear energy in France has remained stable over the course of the last fifty years. In 1955, three government organizations banded together to promote nuclear power; namely: Electricité de France (EDF—the state—owned utility empowered by the Ministère de l’Industrie et des Finances), the Commissariat à l’Energie Atomique (CEA—with a promotional mission parallel to America’s AEC), and Production d’Electricité d’Origine Nucléaire (PEON—an advisory group to the CEA comprised of CEA, EDF, state, and industry representatives). 66 The nuclear industry maintains a high degree of central planning and state integration. 67 This political environment has provided the means for credible government commitment to the industry. Though there has been strong anti-nuclear rhetoric domestically in France the well insulated governmental setup towards nuclear energy has prevented these groups access to any policy-making forum. Further, these groups are afforded less influential power toward the industry due to a weaker judiciary than is present in the U.S. 68 Therefore, the uncertainty surrounding the commitment of the government toward the nuclear industry in France is far less than in the U.S. The French political structure “can carry out a long-term policy while ignoring the fluctuations of public opinion.” 69  This lack of “uncertainty” is important when we consider the effect that it has on transaction costs for the utilities attempting to employ nuclear facilities and investors realizing a return on their outlays.  The U.S. political structure has led to an increase in transaction costs for its domestic nuclear industry, while the French structure is able to mitigate similar types of increases. As a result of the political structure, transaction costs for the nuclear industry are higher in the U.S. than they are in France. In opening the policy forum to anti-nuclear interest groups, the U.S. nuclear industry experienced procedural delays and increased compliance costs for nuclear facilities.  From 1954 to 1979, the average lead times, including the time from order through commercial operation, increased from 2 to 6 years in France and from 3 to nearly 13 years in the United States. 70 Further, French programs typically presented greater stability in lead times as well as fewer delays than in the United States. 71 The nuclear industry in the U.S has seen an increase in uncertainty for their transaction costs in order to protect their large sunk costs. This has resulted in an increased perception of risk on the part of investors and subsequently increased the cost of capital for the technology: “lengthening the regulatory process increases the capital costs of the plant by pushing the revenue received from operation further into the future and by adding to the total interest payments on construction loans.” 72 This political institutional framework provides an understanding of the challenges which confront nuclear reprocessing in the U.S.

DOE won’t implement the recommendation—committees are too complicated for agencies to use
Kamensky ’12 – Senior Fellow with the IBM Center for The Business of Government \
(John M. Kamensky, Associate Partner with IBM's Global Business Services, “Engaging Citizens vs. Streamlining Bureaucracy”, IBM Center for The Business of Government, 1-10-2012, http://www.businessofgovernment.org/blog/business-government/engaging-citizens-vs-streamlining-bureaucracy)
Research Results. The ACUS report found, not surprisingly, three sets of problems: “(1) procedural burdens that inhibit the effective using of advisory committees without substantially furthering the policies of the Act; (2) confusion about the scope of the statute that might discourage agencies from using committees or induce them to engage in ‘work-arounds’ to avoid triggering its requirements; and (3) agency practices that either undermine or fail to fully promote the transparency and objectivity of the advisory committee process.” As a result, agencies felt that they had to develop strong cases for why they needed an advisory committee before they sought permission from General Services Administration (GSA) to create one, so they typically avoided creating one or tried to find ways around the requirements. In practice, it often took at least a year to create an advisory committee, with much of that delay at the agency level. GSA is responsible for administering a cap on the number of committees, so it apportioned the number of committees that could be formed among agencies, and agencies oftentimes did not want to seek permission for more. So in general, there were few incentives and many barriers to seeking public and expert advice by government agencies. While technical panels exist, for example to provides statistical advice to the Census or medical advice on AIDS, there are few panels for citizens to contribute insights at the grassroots level, such as in national parks or veterans hospitals.

That also means it doesn’t solve ROK—Korea only pays attention to the DOE
Peters ’12 – deputy laboratory director for programs at Argonne National Lab
(Mark T. Peters, American Nuclear Society, “Recycling Used Nuclear Fuel: Balancing Energy and Waste Management Policies”, Testimony to the U.S. House of Representatives, 6-6-2012)
In the United States, the primary organization with responsibility for the research and development of used fuel recycling technologies is the Department of Energy’s Office of Nuclear Energy (DOE-NE), through its Fuel Cycle Research and Development program. This program supports research to develop and evaluate separations and treatment processes for used nuclear fuel that will enable the transition from the current open fuel cycle practiced in the United States to a sustainable, environmentally acceptable, and economic closed fuel cycle. Ongoing projects related to reprocessing and waste management include: • Using advanced modeling and simulation coupled with experiments to optimize the design and operation of separations equipment. • Exploring an innovative one-step extraction process for americium and curium, radionuclides that are major contributors to nuclear waste toxicity, to reduce the cost of aqueous-based used-fuel treatment. • Further developing pyrochemical processes for used fuel treatment. These processes enable the use of compact equipment and facilities, treatment of used fuel shortly after discharge from a reactor, and reduction of secondary waste generation. • Developing highly durable and leach-resistant waste forms of metal, glass, and ceramic composition for safe, long-term disposal. However, it must be noted that the United States increasingly relies on collaborative arrangements with foreign research institutions and universities to conduct research in these areas. For example, Argonne, Idaho, and other U.S. national laboratories are working with the Korea Atomic Energy Research Institute, in a series of joint studies sponsored by the United States and Republic of Korea, to study disposition options for used nuclear fuel, including pyroprocessing, in order to develop economic, sustainable long-term solutions, consistent with non-proliferation objectives, for nuclear energy production and waste management. The state of U.S nuclear research facilities is declining compared to steady investments being made in countries such as France, Russia, Japan, and Republic of Korea. More importantly, those governments, as part of their national energy policies, have committed to the development and deployment of advanced fast reactor technologies, which are an important element of an integrated energy and waste management policy.

Links to Politics – President will take the lead – Congress will be involved
PCAST 10 – the group that made up the QER (Co-Chair, President’s Council of Advisors on Science and Technology 10 N OV E M B E R 2 0 10, R EPORT TO THE PR ESIDENT ON ACCELER ATING THE PACE OF CH ANGE IN ENERGY TECHNOLOGIES THROUGH AN INTEGR ATED FEDER AL ENERGY POLICY, http://www.whitehouse.gov/sites/default/files/microsites/ostp/pcast-energy-tech-report.pdf)
Our most important recommendation is that the Administration establish a new process that can forge a more coordinated and robust Federal energy policy, a major piece of which is advancing energy innovation. Many Executive Branch agencies and departments must be engaged, with leadership from the Executive Office of the President. This is needed because “energy policy” is an amalgam, and often derivative, of policies for environment, competitiveness, security, finance, land use, and more. The President should establish a Quadrennial Energy Review (QER) process that will provide a multiyear roadmap that lays out an integrated view of short-, intermediate-, and long-term energy objectives; outlines legislative proposals to Congress; puts forward anticipated Executive actions coordinated across multiple agencies; and identifies resource requirements for the development and implementation of energy technologies. The Secretary of Energy should provide the Executive Secretariat for the QER. While the QER will be a product of the Administration, substantial input from the Congress, the energy industry, academia, NGOs, and the public at large will be essential to the process. A staged process should be implemented now so as to provide some elements of a QER during each of the next four years.

No internal net benefits – 
A) QER needs 5 years to set up to gain their benefits

PCAST 10 – the group that made up the QER (Co-Chair, President’s Council of Advisors on Science and Technology 10 N OV E M B E R 2 0 10, R EPORT TO THE PR ESIDENT ON ACCELER ATING THE PACE OF CH ANGE IN ENERGY TECHNOLOGIES THROUGH AN INTEGR ATED FEDER AL ENERGY POLICY, http://www.whitehouse.gov/sites/default/files/microsites/ostp/pcast-energy-tech-report.pdf)

A complete and integrated QER will take longer to mature. While a good start should be made in 2011, the full government­wide QER should be targeted for delivery in early 2015. PCAST encourages Congress to use the QER as a basis for a 4­year authorization process that guides annual appropriations. The Federal investment in energy research, development, demonstration, and deployment (RDD&D) is incommensurate with the objective of leadership in energy technology innovation. We recommend a substantial increase – to $16 billion per year – in Federal support for energy RDD&D. Given the difficulty of increasing appropriated funds to this level and the importance of “front­loading” the required investment to jump start innovation, we recommend an alternative approach. The President should engage the private sector and Congress so as to generate about $10 billion per year of additional RDD&D funding through new revenue streams. This increase will provide the U.S. with the potential to leapfrog to development and deployment of the advanced energy technologies that will define a robust 21st century energy system.
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Framework—Aff should be weighed against the squo or a competing policy option
1. Aff offense—other frameworks allow arbitrary exclusion of the Aff
1. Topic education—other frameworks ignore topic-specific research 

Instrumental government focus solves agency
Kuzemko 12
(Caroline Kuzemko, CSGR University of Warwick, Security, the State and Political Agency: Putting ‘Politics’ back into UK Energy, http://www.psa.ac.uk/journals/pdf/5/2012/381_61.pdf)
This observation brings us on to the way in which debates and narratives within political circles, particularly within parliament and amongst policymakers, started to shift. A plethora of new papers, debates and policy documents on energy emerged over this time, despite the round of energy reviews and the new White Paper that had been produced immediately prior to this period (see in particular Havard 2004; Ofgem 2004; DTI 2005a, 2005b, 2006a, 2006b and 2006c; JESS 2006). The energy sector became increasingly referenced in these proliferating policy and other government documents in terms of potential supply insecurity (FCO 2004; Straw in Plesch et al 2004). Echoing media, academic and think-tank narratives, direct links can be found between fears of supply insecurity and Russia (FAC 2008; see also House of Commons 2007; Ofgem 2009: 1). In particular, in 2007 the Foreign Affairs Committee (FAC) produced a report entitled ‘Global Security: Russia’ (FAC 2008). This is where we see how assumptions about resource nationalism and energy ‘politicisation’ as wrong affect perceptions (Straw in Plesch et al 2004; DTI 2007: 19). The FAC report focuses on certain political frameworks in non-OECD producer countries, particularly Russia, which may not allow new reserves to be developed properly making them ‘unstable’ suppliers (Havard 2004; FCO 2004). This in turn had negative implications for energy prices (Straw in Plesch et al 2004; DTI 2007: 19). What was also evident over this time, however, was the rising amount of reports produced by political institutions outside of those directly responsible for policymaking, the Energy Directorate of the DTI and the independent regulator, Ofgem. The Foreign Office, House of Commons committees and parliamentary offices, such as that of Science and Technology, all started to produce reports on energy focused on energy security (FCO 2004; POST 2004; Fox 2006; House of Lords 2006; House of Commons 2007; FAC 2007). Energy security was added, by the UK, to formal forums for international negotiation. In 2005, during the October EU Summit at Hampton Court, the issue of ‘energy security’ was added to the agenda (Offerdahl 2007). In a paper prepared for conference delegates energy is characterised as a sector which was by then becoming an issue of national security (Helm 2005b: 2). Increasing dependence on Russia for supplies of, particularly gas, is seen as a source of threat to the security of EU, and by extension UK, energy supply. Likewise, energy security was made top of the agenda in the G8 Summit of 2006 (G8 2006). In 2006 Prime Minister Tony Blair used his annual Lord Mayor’s speech to highlight energy security concerns (DTI 2006c: 4). Growing political interest in energy, outside of those institutions formally responsible for energy policymaking, indicates the extent to which energy was becoming subject, once more, to political debate and deliberation. What is also interesting to note at this time is the degree to which the deliberation of energy becomes formalised through various new institutions. In July 2004, in the immediate aftermath of the Yukos affair, the new Energy Act had conferred on the Secretary of State for Trade and Industry a fixed duty to report annually on energy security matters to Parliament (DTI 2005a). Thus a specific political process was put in place to revisit energy security at least annually. Changes related to the need to deliberate more formally had also started to take place within the DTI and FCO in that new resources were allocated to energy analysis (Interview 5). The 2007 White Paper acknowledged that energy had not up until the mid 2000s existed as a discrete area of foreign policy. Again, as such, it had less dedicated capacity assigned to it. The paper announced that, for the first time, the UK would have ...an integrated international energy strategy which describes the action we are taking to help deliver secure energy supplies and tackle climate change. (DTI 2007: 8) Concurrent with the degree to which energy was re-entering elite political debates at both the national and international levels, which in itself indicates a degree of deliberative repoliticisation, there were a number of policy alterations made relating to changing interpretations of energy and international markets. It could be argued that energy security had, in 2003, been assumed to exist, especially given the degree to which energy governance was still understood to be heading in a promarket direction (Thomas 2006: 583; Jegen 2009: 1; Lesage et al 2010: 6; EC 2011: 14). For example the energy supply objective had been worded such that the UK should continue to “maintain the reliability of… supplies” (DTI 2003: 11). Energy security, although still an objective, had been an assumed outcome of marketisation which explains why competitive markets had been the principal objective of energy policy at that time (cf. Helm 2005). By contrast, however, by 2007 energy security is understood to be something that needs to be established, as one of the ‘immense’ challenges facing the UK as a nation, and furthermore, to require further political action to achieve (DTI 2006c: Introduction and 4). This refocus of objectives onto achieving energy security, over time, added to the political pressures being brought to bear on energy policymakers given the degree to which supplies continued to be considered ‘insecure’ (Kuzemko 2012b: ). These changes in policy objectives, political institutions, and the addition of political capacity to deliberate energy are understood have taken place partly in response to political pressures to change emanating from outside energy policy circles, i.e. the DTI and Ofgem. Ofgem officials report a higher degree of ‘outside’ political interference in their practices (Interview 15), and it has been widely claimed that both the 2006 Energy Review and 2007 White Paper were researched and compiled specifically because the DTI and Ofgem understood the political need to respond to the crisis (CEPMLP 2006; House of Commons 2007a). As these processes of deliberation intensified it started also to become clear that the state had lost considerable capacity to understand the complexities of energy. Government was considered to be more responsible, given that the narrative was of national energy supply security, but lacking in information and knowledge both about what was happening and what to do about it. Ultimately this resulted in the formation of a new government institution, the Department of Energy and Climate Change (DECC), with specific mandates to deliver on energy and climate security. 

Perm—do both. Solves the link to the K—Aff is about recycling resources, not “consume” more energy from nature

Our approach to the 1AC is valid
Owen ‘2 
(David Owen, Reader of Political Theory at the Univ. of Southampton,  Millennium Vol 31 No 3 2002 p. 655-7)
Commenting on the ‘philosophical turn’ in IR, Wæver remarks that ‘[a] frenzy for words like “epistemology” and “ontology” often signals this philosophical turn’, although he goes on to comment that these terms are often used loosely.4 However, loosely deployed or not, it is clear that debates concerning ontology and epistemology play a central role in the contemporary IR theory wars. In one respect, this is unsurprising since it is a characteristic feature of the social sciences that periods of disciplinary disorientation involve recourse to reflection on the philosophical commitments of different theoretical approaches, and there is no doubt that such reflection can play a valuable role in making explicit the commitments that characterise (and help individuate) diverse theoretical positions. Yet, such a philosophical turn is not without its dangers and I will briefly mention three before turning to consider a confusion that has, I will suggest, helped to promote the IR theory wars by motivating this philosophical turn. The first danger with the philosophical turn is that it has an inbuilt tendency to prioritise issues of ontology and epistemology over explanatory and/or interpretive power as if the latter two were merely a simple function of the former. But while the explanatory and/or interpretive power of a theoretical account is not wholly independent of its ontological and/or epistemological commitments (otherwise criticism of these features would not be a criticism that had any value), it is by no means clear that it is, in contrast, wholly dependent on these philosophical commitments. Thus, for example, one need not be sympathetic to rational choice theory to recognise that it can provide powerful accounts of certain kinds of problems, such as the tragedy of the commons in which dilemmas of collective action are foregrounded. It may, of course, be the case that the advocates of rational choice theory cannot give a good account of why this type of theory is powerful in accounting for this class of problems (i.e., how it is that the relevant actors come to exhibit features in these circumstances that approximate the assumptions of rational choice theory) and, if this is the case, it is a philosophical weakness—but this does not undermine the point that, for a certain class of problems, rational choice theory may provide the best account available to us. In other words, while the critical judgement of theoretical accounts in terms of their ontological and/or epistemological sophistication is one kind of critical judgement, it is not the only or even necessarily the most important kind. The second danger run by the philosophical turn is that because prioritisation of ontology and epistemology promotes theory-construction from philosophical first principles, it cultivates a theory-driven rather than problem-driven approach to IR. Paraphrasing Ian Shapiro, the point can be put like this: since it is the case that there is always a plurality of possible true descriptions of a given action, event or phenomenon, the challenge is to decide which is the most apt in terms of getting a perspicuous grip on the action, event or phenomenon in question given the purposes of the inquiry; yet, from this standpoint, ‘theory-driven work is part of a reductionist program’ in that it ‘dictates always opting for the description that calls for the explanation that flows from the preferred model or theory’.5 The justification offered for this strategy rests on the mistaken belief that it is necessary for social science because general explanations are required to characterise the classes of phenomena studied in similar terms. However, as Shapiro points out, this is to misunderstand the enterprise of science since ‘whether there are general explanations for classes of phenomena is a question for social-scientific inquiry, not to be prejudged before conducting that inquiry’.6 Moreover, this strategy easily slips into the promotion of the pursuit of generality over that of empirical validity. The third danger is that the preceding two combine to encourage the formation of a particular image of disciplinary debate in IR—what might be called (only slightly tongue in cheek) ‘the Highlander view’—namely, an image of warring theoretical approaches with each, despite occasional temporary tactical alliances, dedicated to the strategic achievement of sovereignty over the disciplinary field. It encourages this view because the turn to, and prioritisation of, ontology and epistemology stimulates the idea that there can only be one theoretical approach which gets things right, namely, the theoretical approach that gets its ontology and epistemology right. This image feeds back into IR exacerbating the first and second dangers, and so a potentially vicious circle arises.

No root cause to the Aff
Curtler ’97 – PhD Philosophy
(Hugh, “rediscovering values: coming to terms with postnmodernism” 44-7)
The second and third concerns, though, are more serious and to a degree more legitimate. The second concern is that "reason is the product of the Enlightenment, modern science, and Western society, and as such for the postmodernists, it is guilty by association of all the errors attributed to them, [namely], violence, suffering, and alienation in the twentieth century, be it the Holocaust, world wars, Vietnam, Stalin's Gulag, or computer record-keeping . . ." (Rosenau 1992, 129). Although this is a serious concern, it is hardly grounds for the rejection of reason, for which postmodernism calls in a loud, frenetic voice. There is precious little evidence that the problems of the twentieth century are the result of too much reason! On the contrary. To be sure, it was Descartes's dream to reduce every decision to a calculation, and in ethics, this dream bore fruit in Jeremy Bentham's abortive "calculus" of utilities. But at least since the birth of the social sciences at the end of the last century, and with considerable help from logical positivism, ethics (and values in general) has been relegated to the dung heap of "poetical and metaphysical nonsense," and in the minds of the general populace, reason has no place in ethics, which is the proper domain of feeling. The postmodern concern to place feelings at the center of ethics, and judgment generally—which is the third of their three objections to modern reason—simply plays into the hands of the hardened popular prejudice that has little respect for the abilities of human beings to resolve moral differences reasonably. Can it honestly be said of any major decision made in this century that it was the result of "too much reason" and that feelings and emotions played no part? Surely not. Can this be said in the case of any of the concerns reflected in the list above: are violence, suffering, and alienation, or the Holocaust, Vietnam, Stalin's Gulag, or Auschwitz the result of a too reasonable approach to human problems? No one could possibly make this claim who has dared to peek into the dark and turbid recesses of the human psyche. In every case, it is more likely that these concerns result from such things as sadism, envy, avarice, love of power, the "death wish," or short-term self-interest, none of which is "reasonable."One must carefully distinguish between the methods ofthe sciences, which are thoroughly grounded in reason and logic, and the uses men and women make of science. The warnings of romantics such as Goethe (who was himself no mean scientist) and Mary Shelley were directed not against science per se but rather against the misuse of science and the human tendency to become embedded in the operations of the present moment. To the extent that postmodernism echoes these concerns, I would share them without hesitation. But the claim that our present culture suffers because of an exclusive concern with "reasonable" solutions to human problems, with a fixation on the logos, borders on the absurd.What is required here is not a mindless rejection of human reason on behalf of "intuition," "conscience," or "feelings" in the blind hope that somehow complex problems will be solved if we simply do whatever makes us feel good. Feelings and intuitions are notoriously unreliable and cannot be made the center of a workable ethic. We now have witnessed several generations of college students who are convinced that "there's no disputing taste" in the arts and that ethics is all about feelings. As a result, it is almost impossible to get them to take these issues seriously. The notion that we can trust our feelings to find solutions to complex problems is little more than a false hope.We are confronted today with problems on a scale heretofore unknown, and what is called for is patience, compassion (to be sure), and above all else, clear heads. In a word, what is called for is a balance between reason and feelings—not the rejection of one or the other. One need only recall Nietzsche's own concern for the balance between Dionysus and Apollo in his Birth of Tragedy. Nietzscheknew better than his followers, apparently, that one cannot sacrifice Apollo to Dionysus in the futile hope that we can rely on our blind instincts to get us out of the hole we have dug for ourselves.

Extinction first—every being has life, have to save the most lives possible
BERNSTEIN ‘2 
(Richard J., Vera List Prof. Phil. – New School for Social Research, “Radical Evil: A Philosophical Interrogation”, p. 188-192)
There is a basic value inherent in organic being, a basic affirmation, "The Yes' of Life" (IR 81). 15 "The self-affirmation of being becomes emphatic in the opposition of life to death. Life is the explicit confrontation of being with not-being. . . . The 'yes' of all striving is here sharpened by the active `no' to not-being" (IR 81-2). Furthermore — and this is the crucial point for Jonas — this affirmation of life that is in all organic being has a binding obligatory force upon human beings. This blindly self-enacting "yes" gains obligating force in the seeing freedom of man, who as the supreme outcome of nature's purposive labor is no longer its automatic executor but, with the power obtained from knowledge, can become its destroyer as well. He must adopt the "yes" into his will and impose the "no" to not-being on his power. But precisely this transition from willing to obligation is the critical point of moral theory at which attempts at laying a foundation for it come so easily to grief. Why does now, in man, that become a duty which hitherto "being" itself took care of through all individual willings? (IR 82). We discover here the transition from is to "ought" — from the self-affirmation of life to the binding obligation of human beings to preserve life not only for the present but also for the future. But why do we need a new ethics? The subtitle of The Imperative of Responsibility — In Search of an Ethics for the Technological Age — indicates why we need a new ethics. Modern technology has transformed the nature and consequences of human action so radically that the underlying premises of traditional ethics are no longer valid. For the first time in history human beings possess the knowledge and the power to destroy life on this planet, including human life. Not only is there the new possibility of total nuclear disaster; there are the even more invidious and threatening possibilities that result from the unconstrained use of technologies that can destroy the environment required for life. The major transformation brought about by modern technology is that the consequences of our actions frequently exceed by far anything we can envision. Jonas was one of the first philosophers to warn us about the unprecedented ethical and political problems that arise with the rapid development of biotechnology. He claimed that this was happening at a time when there was an "ethical vacuum," when there did not seem to be any effective ethical principles to limit ot guide our ethical decisions. In the name of scientific and technological "progress," there is a relentless pressure to adopt a stance where virtually anything is permissible, includ-ing transforming the genetic structure of human beings, as long as it is "freely chosen." We need, Jonas argued, a new categorical imperative that might be formulated as follows: "Act so that the effects of your action are compatible with the permanence of genuine human life"; or expressed negatively: "Act so that the effects of your action are not destructive of the future possibility of such a life"; or simply: "Do not compromise the conditions for an indefinite continuation of humanity on earth"; or again turned positive: "In your present choices, include the future wholeness of Man among the objects of your will." (IR 11)


No impact to the K
LaTour 90
[Bruno LaTour, professor of sociology, School of mines, (We have never been modern, trans. Porter, pp 65-67) 1990]
But immediately the philosopher loses this well-intentioned simplicity. Why? Ironically, he himself indicates the reason for this, in an apologue on Heraclitus who used to take shelter in a baker’s oven. ‘Einai gar hai entautha theous’ – ‘here, too the gods are present,’ said Heraclitus to visitors who were astonished to see him warming his poor carcass like an ordinary mortal (Heidegger, 1977b, p. 233). ‘Auch heir nämlich wesen Götter an.’ But Heidegger is taken in as much as those naïve visitors, since he and his epigones do not expect to find Being except along the Black Forest Holzwege. Being cannot reside in ordinary beings. Everywhere, there is desert. The gods cannot reside in technology – that pure Enframing (Zimmerman, 1990) of being. [Ge-Stell], that ineluctable fate [Geschick], that supreme danger [Gefahr]. They are not to be sought in science, either, since science has no other essence but that of technology (Heidegger, 1977b). They are absent from politics, sociology, psychology, anthropology, history – which is the history of Being, and counts its epochs in lillenia. The gods cannot reside in economics – that pure calculation forever mired in beings and worry. They are not to be found in philosophy, either, or in ontology, both of which lost sight of their destiny 2,500 years ago. This Heidegger treats the modern world as the visitors treat Heraclitus: with contempt. Any yet – ‘here too the gods are present: in a hydroelectric plant on the banks of the Rhine, in subatomic particles, in Adidas shoes as well as in the old wooden clogs hollowed out by hand, in agribusiness as well as in timeworn landscapes, in shopkeepers’ calculations as well as in Holderlin’s heartrending verse. But why do those philosophers no longer recognize them? Because they believe what the modern Constitution says about itself! This paradox should no longer astonish us. The moderns indeed declare that technology is nothing but pure instrumental mastery, science pure Enframing and pure Stamping [Das Ge-Stell], that economics is pure calculation, capitalism pure reproduction, the subject pure consciousness. Purity everywhere! They claim this, it we must be careful not to take them at their word , since what they are asserting is only half of the modern world, the work of purification that distile whet the work of hybridization supplies. Who has forgotten Being? No one, no one ever has, otherwise Nature would be truly available as a pure ‘stock’. Look around you: scientific objects are circulating simultaneously as subjects objects and discourse: Networks are full of Being. As for machines, they are laden with subjects and collectives. How could a being lose its difference, its incompleteness its mark, its trace of Being? This is never in anyone’s power: otherwise we should have to imagine that we have truly been modern, we should be taken in by the upper half of the modern Constitution. Has someone, however, actually forgotten Being? Yes, anyone who really thinks that Being has really been forgotten. As Levi-Strauss says, ‘the barbarian is first and foremost the man who believes in barbarism.1 (Levi-Strauss, [1952] 1987, p. 12). Those who have failed to undertake empirical studies of sciences, technologies, law, politics, economics, religion or fiction have lost the traces of Being that are distributed everywhere among beings. If, seeing empiricism, you opt out of the exact sciences, then the human sciences, then traditional philosophy, then the sciences of language, and you hunker down in your forest – then you will indeed feel a tragic loss. But what is missing is you yourself, not the world! Heidegger’s epigones have converted the glaring weakness into a strength. ‘We don’t know anything empirical, but that doesn’t matter, since your world is empty of Being. We are keeping the little flame of Being safe from everything, and you, who have all the rest, have nothing.’ On the contrary we have everything, since we have Being, and beings, and we have never lost track of the difference between Being and beings. We are carrying out the impossible project undertaken by Heidegger, who believed what the modern Constitution said about itself without understanding that what is at issue there is only half of a larger mechanism which has never abandoned the old anthropological matrix.  No one can forget being, since there has never been a modern world, or, by the same token, metaphysics. We have always remained pre-Socratic pre-Cartesian, pre-Kantian, pre-Nietzchean. No radical revolution can separate us from these pasts, so there is no need for reactionary counterrevolutions to lead us back to what has never been abandoned. Yes, Heraclitus is a surer guide than Heidegger: “Einai gar kai entatuba theous”

Alternative is worse for “Nature”—adopting the alternative means we destroy 10x the amount of environmental space, the alt only seems “natural” because of the exact social constructions they K
Huber and Mills 05
[Peter Huber, senior fellow at the Manhattan Institute writing on the issues of drug development, energy, technology, and the law and Ph.D in Mechanical Engineering from MIT, Mills earned several patents while working as an engineer in chips and fiber optics, The Bottomless Well: The Twilight of Fuel, the Virtue of Waste, and Why We Will Never Run Out Of Energy, Perseus Books, 2005] 
What would it take to reverse course and return today's America to a carbohydrate-fueled economy? Some people propose just that-solar energy that's literally green. "Tilling, not drilling," they advocate. "Biology, not geology. Living carbon, not dead carbon. Vegetables, not minerals." A great shift back, in short, to what a group called the Institute for Local Self-Reliance extols as the "carbohydrate economy." Which is to say: agriculture. Suitably enhanced, perhaps, to raise yields. "We need to go from black gold to green gold," declares the director of biotechnology development at DuPont.13 Farmers certainly love the idea, and their votes have produced decades of federal subsidies for corn-based ethanol fuel. Yet however preposterous the idea may sound, drilling for oil and building an SUV-grade highway system uses 10 times less land, per mile and per useful pound moved, than growing food to fuel a bicyclist. The SUV starts out 300 times worse than the bike-because it moves 30 times the weight of its driver in steel, and because it needs 10 times more roadway per useful pound moved. In terms of land surface occupied to extract and deliver the energy used, however, crude oil is at least 1,000 times more frugal than grain. And a car engine, and the refining and distribution systems behind it, are about twice as efficient in converting crude oil to locomotion than the grain-bread-muscle systems that stand between plants and the pedals on a bike; make that 16 times as efficient if the biker favors meat. Or to turn the numbers around, 2 acres of top-notch timber-growing forest can yield a sustainable 40 tons per year of wood biomass, from which you can extract the liquid fuel equivalent of 130 gallons of gasoline, which will then propel an average car about 3,000 miles. Today, by comparison, the average American uses about 2 acres of land for all dwelling, roads, farm, range, and energy-the whole lot.14 Plowing for carbohydrates adds more carbon to the air than mining for coal or drilling for oil, because the solar-carbohydrate refineries-farms-require such huge amounts of cleared land. Which means that the carbohydrate-fueled stomach is a whole lot worse for the atmosphere than the hydrocarbon-fueled motor that has replaced it. However unlikely the numbers may sound, they are easy to verify. They are, indeed, almost obvious once one gets used to seeing plants, cows, horses, and bikers for what they are: land-hungry, territory-expanding automatons, optimized for survival and reproduction, not for supplying power to others. To be sure, a bike or a horse looks incomparably greener than an SUV or eighteen-wheel truck, but only because we think of cornfield and pasture as "natural." People everywhere grasp that energy is the key to survival and prosperity, and until they can satisfy their insatiable demand for energy in other ways, they satisfy it by occupying more land. Only very recently, and only in a few countries, have people discovered how to sever the link between wealth and land. Land-poor Europe leveled most of its forests centuries ago and is now preoccupied with protecting the cow pastures of reactionary farmers. Much of the developing world still depends largely on agriculture. But-thanks to fossil fuels-North America has reversed direction.

Existence is a prerequisite to the alternative – the only way to respect nature as radical alterity is through its physical preservation – plan revitalizes an ontological relationship with nature
Wapner ‘3
(Paul, associate professor and director of the Global Environmental Policy Program at American University, “Leftist Criticism of ‘Nature’,” Winter, Dissent)
I would like to present a third response to contemporary eco-criticism, accepting the intellectual insights of postmodern critics and, at the same time, providing some guidelines for protecting the nonhuman world. My argument will focus less on the fundamental character of reality—an endless debate—and more on the ethics of environmentalism. The two responses that I’ve just described ask whether a postmodern sensibility has the right epistemological or ontological “take” on reality— with the first denying and the second defending the rightness. I will ask instead how we want to live in the world and what kind of people we want to be. But I will try to build my answers on (or out of) the ontological debris created by postmodern criticism. Eco-critics are not intellectual hacks. Neither are most cultural critics nihilistic or amoral. Many of them offer useful insights about human experience. In fact, much postmodern thought acknowledges purposeful elements in human life and attempts to make judgments about the different purposes. Many critics see themselves involved in a moral enterprise. The position I want to defend joins the intellectual and moral dimensions of postmodern cultural criticism by working through what is often called an “ethic of otherness.” One of the hallmarks of postmodernism is the understanding that whenever we reflect upon, talk about, or act in the world, we represent it to ourselves and others. And when we do that, we are not rendering an objective view of reality so much as constructing a certain understanding of the world. We are subscribing to a particular discourse or set of discourses about the “way things are,” and this “way” shapes our experience. This is not to say, of course, that physical objects are figments of our imagination or that there is no substratum to reality, but simply that we endow the objects of our experience with particular meanings that determine how we think and act in the world. The ethical dimension of this insight comes into view when we recognize the danger of forgetting the constructed quality of human experience. We construct our experience, fail to hold onto the idea that we’ve done just that, and then assume that our constructions are somehow “real.” This becomes an ethical failing insofar as it silences the views of others. The claim to know how the world really is expresses a hegemonic ambition; it asserts authority in a way that delegitimizes others’ perspectives on human experience and the world in general. This is an ambition—a kind of “violence”— that many postmodernists find unacceptable. The ethical alternative is respect for the “other.” This involves turning down the volume of our own pronouncements about the world and listening to others—or providing them with the opportunity to express themselves so that we can listen. Hence the many efforts by postmodernists to “give voice to the other”: from academic campaigns to expand the literary canon to popular efforts to embrace and celebrate multiculturalism. The aim is to promote the expression of the marginalized and disadvantaged.  While postmodern cultural critics are comfortable giving voice to other people, they stop short at the nonhuman world—the paradigmatic “other.” When it comes to nature, postmodernists are happy to do all the talking. They seem to see no need to heed the voice of the nonhuman, no reason even to assume that, in the vast world of rivers, chimpanzees, rainstorms, and whales, anything is being said. Postmodern cultural critics look at the nonhuman world and think that they are looking in the mirror. There is nothing out there with its own authentic voice because, as soon as we imagine it expressing itself, we recognize that we are speaking, and therefore making up, its words. As Christopher Manes puts it, “It is as if we had compressed the entire buzzing, howling, gurgling biosphere into the narrow vocabulary of epistemology, to the point that someone like Georg Lukacs could say, ‘nature is a societal category’—and actually be understood.” The third response to eco-criticism would require critics to acknowledge the ways in which they themselves silence nature and then to respect the sheer otherness of the nonhuman world. Postmodernism prides itself on criticizing the urge toward mastery that characterizes modernity. But isn’t mastery exactly what postmodernism is exerting as it captures the nonhuman world within its own conceptual domain? Doesn’t postmodern cultural criticism deepen the modernist urge toward mastery by eliminating the ontological weight of the nonhuman world? What else could it mean to assert that there is no such thing as nature? I have already suggested the postmodernist response: yes, recognizing the social construction of “nature” does deny the self-expression of the nonhuman world, but how would we know what such self-expression means? Indeed, nature doesn’t speak; rather, some person always speaks on nature’s behalf, and whatever that person says is, as we all know, a social construction. All attempts to listen to nature are social constructions—except one. Even the most radical postmodernist must acknowledge the distinction between physical existence and nonexistence. As I have said, postmodernists accept that there is a physical substratum to the phenomenal world even if they argue about the different meanings we ascribe to it. This acknowledgment of physical existence is crucial. We can’t ascribe meaning to that which doesn’t appear. What doesn’t exist can manifest no character. Put differently, yes, the postmodernist should rightly worry about interpreting nature’s expressions. And all of us should be wary of those who claim to speak on nature’s behalf (including environmentalists who do that). But we need not doubt the simple idea that a prerequisite of expression is existence. This in turn suggests that preserving the nonhuman world—in all its diverse embodiments—must be seen by eco-critics as a fundamental good. Eco-critics must be supporters, in some fashion, of environmental preservation.

Treating nature like energy is good—allows us to move beyond unsustainable environmental management
Huber and Mills ‘5 – senior fellow at the Manhattan Institute and a Ph.D in Mechanical Engineering
(Peter Huber, senior fellow at the Manhattan Institute writing on the issues of drug development, energy, technology, and the law and Ph.D in Mechanical Engineering from MIT, Mills earned several patents while working as an engineer in chips and fiber optics, The Bottomless Well: The Twilight of Fuel, the Virtue of Waste, and Why We Will Never Run Out Of Energy, Perseus Books, 2005)
SO HIGH-GRADE ENERGY buys us order, which we crave insatiably. But in the grand scheme of things, the pursuit of order is a loser's game; the first law of thermodynamics says you can't win in the energy racket, the second decrees that when playing for order you can't even break even. For every unit of new order you rake in on the green felt, you lose a unit and then some from a bank account a hundred miles away. Most of the time we don't much care about those distant losses, and we shouldn't. Most of the new disorder created when we burn coal or gasoline is just plain heat, which we cheerfully dump into the air and forget about. Thermal pollution can be a real issue when, for example, it disrupts the ecology of a river. But most of the time it simply isn't-the amount of heat we release is minuscule compared with the amount that cascades down from sun to Earth by day, and then radiates back into the depths of the cosmos by night. More bothersome are the nitrogen-oxygen (NOx) compounds created in every air-based process of high-temperature combustion, and the sulfur dioxide (acid rain) and particulates that all lower-grade fuels release when they burn-wood being by far the worst, per unit of useful energy delivered, though the poorest grades of coal aren't much better. As noted in the previous chapter, however, these problems are quite readily addressable with today's technology and more-energy solutions. New cerium catalytic filters can all but eliminate particulate emissions from diesel engines. Tailpipe emissions from Honda's new ultra-clean internal combustion engine are cleaner than the ambient air on the Santa Monica freeway. Burn even more fuel, dump even more waste heat, and it's reasonably easy to scrub conventional pollutants from the flue gases of power plants and the tailpipes of cars. Carbon dioxide is another matter. Weaning ourselves from hydrocarbons themselves is something that we will undoubtedly do someday, but no time soon. Scrubbing out the carbon dioxide at the smokestack (though not the tailpipe) is technically feasible, but given the gargantuan amounts of carbon at issue, this would require huge additional capital investment and concomitantly large increases in the consumption of fuel. Would it be worth it? That depends entirely on how seriously we take the claim that human carbon emissions are changing the global climate. For the foreseeable future, the best (and only practical) policy for limiting the buildup of carbon dioxide in the air is to burn more hydrocarbons-not fewer. And then, more uranium. Because it now figures so centrally in the policy debates, let's use carbon itself as our quantum metric of "disorder." This is not thermodynamically rigorous-far from it-but it will do as a surrogate for discussion, particularly if the global warming models are right. Highly imperfect though the carbon metric is, it does give us one systematic way to line up benefits and costs. One hour of the order that we call 100-watt (W) light costs us, on average, 0.05 pounds of atmospheric-carbon chaos. One bucket of ice from the refrigerator, 0.3 pounds. One average hour in a car, 5 pounds. The pounds certainly do add up. In the units commonly used in the scientific literature, fossil fuel combustion releases about 1.8 billion metric tons of carbon per year into the North American air. Worldwide, humans emit roughly 6.5 by burning fossil fuels, and another 2 through deforestation.2 These are big numbers-but even so, they must be viewed in perspective. Plants-the green kind, not electric power plants-exhale about 59 billion metric tons of carbon (in the form of carbon dioxide) a year, and absorb roughly 120 billion in photosynthesis.3 Soil organisms, digesting the dead plants on which they live, emit 59 billion. A net of about 26 billion physically diffuse into the atmosphere out of the oceans, and about 28 billion diffuse back in. In short, green plants and "carbon weathering," both powered by the sun, continuously establish new carbonaceous order. Pretty much all the rest of life promotes carbon chaos. The guess-timated bottom line: chaos is currently gaining ground, at a rate of 3 billion metric tons of carbon per year. Without human combustion of fossil fuels, the order might be gaining at about 4 per year. On these carbon-based order/chaos books of account we are dealing with small differences between large and uncertain numbers. We do know that concentrations of atmospheric carbon dioxide rose about 20 percent in the past century-but we also know that concentrations have varied substantially in the past, long before fossil fuels entered the picture. Carbon dioxide levels were only half as high some 50,000 years ago, but they were almost as high as today 150,000 years ago. Eight hundred million years ago the Earth's air was mostly carbon dioxide. Green plants evolved and flourished in profusion and sucked up most of it. Some of the plants sank into swamps, and then sank deeper. Hence the fossil fuels that we now burn in such quantities. The fear is that if we dig up and burn all the fossilized plants of the Carboniferous period, we can expect to re-create the atmosphere of that period too-a carbon-rich hothouse. Climate models assume carbon dioxide triggers a first little bit of warming. On its own, the effects are still inconsequential-carbon dioxide alone, in the quantities we add, does not act as a very effective atmospheric blanket to block the shedding of heat (and with it, disorder) from the surface of the Earth at night. But water vapor might amplify the impact significantly. Warmer air holds more vapor, which blankets the planet a bit more, which warms the air still more, which holds more vapor, and now the Earth becomes a runaway greenhouse. Or so a good number of the climate models suggest. There is much uncertainty to these models-far more than is acknowledged in most accounts. But the mere possibility that we might be changing our global environment is indeed worrisome. How, then, can anyone responsibly favor the burning of more hydrocarbons? The short answer is that for most people, the only practical alternative today is to burn carbohydrates, and that's much worse. Round the clock and around the year, the sun delivers to the United States an average energy flux of roughly 180 watts per square meter. And humanity has certainly found ways to capture some of that energy, albeit not yet very much of it. Worldwide, wild plants currently convert about 0.35 watts per square meter (W/m2) of that into stored energy, a dreadful 1:500 energy conversion efficiency. But with the help of a horse, mule, buffalo, or ox, it isn't too difficult to transform the solar energy thus captured into horsepower. That's how most of the world still gets almost all of its energy-from carbohydrates. We Americans once survived on a high-carb energy diet ourselves. In 1840, it required 6,000 cords of wood to produce 1,000 tons of iron; an iron producer harvested 1,000 acres of timber a year to fire a single furnace.4 As late as 1910, as noted in chapter 1, some 27 percent of all U.S. farmland was devoted to feeding horses used for transportation. Feeding the organic transportation system of 1910 thus required enormous amounts of land-far, far more than we have since seized for oil pipelines, refineries, and wells.* When Europeans first arrived on the continent the contiguous forty-eight states had about 1,045 million acres of forest. That area shrank steadily to a low of about 750 million acres in 1920.5 We have been restoring forest ever since. Exactly how fast is hard to pin down: the continent is large, most of the land is privately owned, and the definitional debates rage about when regrowth reaches the point of establishing new "forest." But all analyses show more, not less, forest-America's forest cover today is somewhere between 20 million and 80 million acres higher than it was in 1920.6 About 9 million acres have been reforested since 1987 alone.7 Trees have been replanted, in recent years, at a rate of some 3 million acres per year.' We're adding new lumber-quality trees 30 percent faster than we're harvesting them.' For the first time in history, a Western nation has halted, and then reversed, the decline of its woodlands. Within a generation, if current trends continue, America could return to levels of forestation last seen by the Pilgrims. These numbers, though wrenchingly at odds with common notions of what just must be true, are perhaps easier to grasp and accept when stated in terms of how the average family has used the land, yesterday and today. A century and a half ago, a pioneering American family lived off 40 acres and a mule. The family lived entirely off the land, and to do so, cut down trees for crops, pasture, and fuel-just as families still do today in the Amazon basin and much of the rest of the world. Since 1920, however, the North American family has returned at least one and perhaps 2 acres of the homestead to forest. It doesn't need them anymore. Now, it's digging up its energy, in much more concentrated form, from below the surface. Per acre of land used, agricultural productivity at least tripled in the twentieth century, in large part because so much less land is now required to power the plow. The pioneer farmer got his horsepower from his horse, which required 2 acres of pasture to feed. Better crop strains have played a key role too, along with agricultural chemicals, synthesized with copious amounts of oil. Better railways and highways, and the fossil fuels that power them, have allowed us to trade inferior farmland in New England for better land on the prairies. Highly mechanized, energy-intensive agriculture has done the rest. Overall, roughly 40 million more acres of cropland were harvested seventy years ago than are harvested today.10 How has this fundamental change altered our carbon books of account? At today's level of population, an American family of four can lay claim to only 30 acres of the continent, if we imagine the entire land mass evenly divided up on a per capita basis. Roughly one acre of the allotment goes for home, office, factory, road, and highway. Six acres are farmland; 8 are range for livestock; 15 are grassland, forest, mountain, and desert. Instead of harvesting carbohydrates from cleared land, the modern family digs up 24 metric tons of carbon a year, as coal, oil, and gas, and releases it into the air as carbon dioxide. Twenty-four tons seems like a lot. But spread over 30 acres that's about 6 ounces of carbon per square yard, or a film averaging about two-thousandths of an inch thick over the entire estate. And in North America, at least, various processes do indeed seem to be depositing that much back again, and even a bit more. Today, North America as a whole is, apparently, a carbon sink. As noted earlier, fossil fuels burned on the continent release about 1.6 billion metric tons of carbon per year into the air. Prevailing winds blow from west to east. This means carbon dioxide concentrations should be 300 parts per billion higher in the North Atlantic than in the North Pacific. But in fact they're about 300 parts per billion lower. As best these things can be measured directly, America's terrestrial uptake of carbon-the amount moving down into the surface rather than up into the air-runs about 1.7 billion metric tons per year, just ahead of the amount emitted by the combustion of fossil fuels. The numbers were set out in a stunning if little publicized article published in an October 1998 issue of Science.* Carbon-sink skeptics say they don't see enough new trees to account for the drop. But then, global warming skeptics say they don't see enough human carbon emissions to account for rising temperatures. The weight of the evidence indicates both a warming planet and a huge North American carbon sink. The carbon-sink numbers are, if anything, the more reliable, because they require only direct measurement today, not estimates of conditions a century ago. And if we can't precisely explain where all the carbon is sinking, it's because it's hard to track deposits that average two-thousandths of an inch over a vast continent. Many forest inventories count only "lumber quality" trunks, ignoring younger trees and grassland. New forests mean new layers of carbon-rich soil, which are almost impossible to inventory accurately. New soil means more silt in rivers, which dump carbon into the ocean. The total forest ecosystem in the United States holds an estimated 52 billion metric tons of carbon.11 A net growth rate of 3 percent a year is enough to consume all carbon emissions of the U.S. economy.'2 Either in forests themselves or on surrounding grasslands and farms, that is about the net growth rate we seem to have. The carbon chaos we create in burning fossil fuels appears to be offset, and then some, by the carbon order we create by giving back land to trees.

Politics
The economy is resilient
Lamy ’11(Pascal Lamy  is the Director-General of the World Trade Organization. Lamy is Honorary President of Paris-based think tank Notre Europe. Lamy graduated from the prestigious Sciences Po Paris, from HEC and ÉNA, graduating second in his year of those specializing in economics. “System Upgrade” BY PASCAL LAMY | APRIL 18, 2011)

The bigger test came with the 2008-2009 Great Recession, the first truly global recession since World War II. When the international economy went into free fall, trade went right along with it. Production and supply are today thoroughly global in nature, with most manufactured products made from parts and materials imported from many other countries. These global value chains have a multiplier effect on trade statistics, which explains why, as the global economy contracted by 2 percent in 2009, trade volume shrank by more than 12 percent. This multiplier effect works the other way around as well: Growth returned to 4.6 percent and trade volume grew by a record 14.5 percent over the course of 2010. Projections for trade in 2011 are also strong, with WTO economists predicting that trade volume will rise 6.5 percent during the current year. This sharp rebound in trade has proved two essential things: Markets stayed open despite ever-stronger pressures to close them, and trade is an indispensible tool for economic recovery, particularly for developing countries, which are more dependent on trade. Shortly after the crisis broke out, we in the WTO began to closely monitor the trade policy response of our member governments. Many were fearful that pressures to impose trade restrictions would prove too powerful for governments to resist. But this is not what happened. Instead, the system of rules and disciplines, agreed to over 60 years of negotiations, held firm. In a series of reports prepared for WTO members and the G-20, we found that governments acted with great restraint. At no time did the trade-restrictive measures imposed cover more than 2 percent of world imports. Moreover, the measures used -- anti-dumping duties, safeguards, and countervailing duties to offset export or production subsidies -- were those which, in the right circumstances, are permissible under WTO rules. I am not suggesting that every safeguard measure or countervailing duty imposed during those difficult days was in compliance with WTO rules, but responses to trade pressures were generally undertaken within an internationally agreed-upon framework. Countries by and large resisted overtly noncompliant measures, such as breaking legally binding tariff ceilings or imposing import bans or quotas. As markets stayed open, trade flows began to shift, and countries that shrugged off the impact of the crisis and continued to grow -- notably China, India, and Brazil -- became ever-more attractive markets for countries that were struggling, including those in Europe and North America. Trade has been a powerful engine for growth in the developing world, a fact reflected in the far greater trade-to-GDP ratios we see there. In 2010, developing countries' share of world trade expanded to a record 45 percent, and this trend looks set to continue. Decisions made in Brasilia, Beijing, and New Delhi to open their respective economies to trade have been instrumental in enabling these countries to lift hundreds of millions of people out of poverty.

Any impact on investor is already in effect – 
Gallagher 9/30/12 (Jim, “Fiscal Cliff Looms, Wall Street Yawns” STL Today, ) 
America is 37 days from a possible grand shakeup in government. The fiscal cliff is looming. If our leaders jump off it come New Years Eve, we'll all tumble into a new recession. And how are investors reacting? They're not chewing their nails and selling their stocks. Instead, Wall Street is approaching “taxmageddon” with a mighty yawn. The S&P 500 Index of big-company stocks is up 13 percent this year, and up 2 percent for September. Investors have seen the fiscal cliff coming for months, explains Gary Thayer, chief macro strategist at Wells Fargo Advisors. Any worry is already priced into stocks. Investors are likely to just sit on their hands until they see who wins the political tussle, he says.

No impact from the fiscal cliff – rates only go up a little, no taxpayer feels the brunt
Drum 10/3/12 (Kevin, “Political Blogger for Mother Jones, “Who’s Afraid of the Fiscal Cliff”) http://www.motherjones.com/kevin-drum/2012/10/whos-afraid-fiscal-cliff?utm_medium=twitter&utm_source=twitterfeed
That's true, and for that reason I doubt very much that there would be any serious consequences to doing a deal in February or March instead of December. In the particular case of taxes, the only thing that happens on January 1st is that withholding rates would go up slightly — and maybe not even that. The IRS has a fair amount of latitude to leave withholding rates alone for a few months if it wants to. Either way, this means that Democrats don't really have to worry about "owning" the expiration of the Bush tax cuts for quite a while. (The payroll tax holiday also expires on December 31, but that was always unlikely to be extended anyway. It doesn't have much to do with the fiscal cliff.) For a few months, then, taxpayers won't see much impact. Maybe none at all. As a result, I think Democrats could pretty safely stick to their guns and extend negotiations into 2013 without much risk. At that point, with the Bush tax cuts gone and rates back up to their Clinton-era levels, they'll still have to convince Republicans to introduce a bill that cuts only the middle-income rates, not the top marginal rates, and that won't be easy. But Republicans will be under as much pressure as Democrats by that point, and they might very well be willing to do a deal.

Election thumps
The Monkey Cage 10/3/12 (Blog @ The Brookings Instite, “Will Congress Heed the Voters in the Lame Duck Session”) 
Elections have consequences, and the immediate consequences of this election will be felt in the lame duck session of Congress….How the election is interpreted will affect the actions of the lame duck.” This view appears repeatedly in coverage of the anticipated lame duck session, such as the Roll Callheadline “Voters Will Likely Resolve Fiscal Cliff.” The implication is that we can expect politics in lame duck and regular sessions to differ. For example, the emerging wisdom suggests that if Obama is re-elected, Republicans will finally bend to cut a deal that raises taxes on upper income taxpayers; and if Romney wins, Republican resolve to extend the Bush tax cuts and to unwind at least the defense portion of the sequester will increase.

Obama is ABSENT in the negotiations
Street 9/11/12 (Jon, CNS News Online, “Boehner on Avoiding Fiscal Cliff: Obama Absent without Leave”) 
House Speaker John Boehner (R-Ohio) said he is “not confident at all” that the U.S. can avoid the so-called “fiscal cliff,” because President Obama has been “absent without leave.” During a Capitol Hill press conference on Tuesday, a reporter asked Boehner, “You and your colleagues have talked a lot about avoiding the fiscal cliff and what you’ve done, but there haven’t been any serious bipartisan negotiations at all, and today Moody’s is saying it will downgrade the credit rating if there’s not a deal. How confident are you that we can avoid that cliff”? Boehner responded: “Well, I’m not confident at all. Listen, the House has done its job on both the sequester and the looming tax hikes that will cost our economy some 700,000 jobs. The Senate, at some point, has to act. And on both of these, where’s the president? Where’s the leadership? Absent without leave.” Earlier Tuesday, The Wall Street Journal reported that Moody’s, the international creditworthiness oversight company, said that if negotiations by the House, Senate, and Obama administration do not enact policies that will stabilize the national debt-to-GDP ratio and put the country on track to decrease that ratio before the end of 2012, Moody’s would “expect to lower the [U.S. credit] rating, probably to Aa1,” which would be the second downgrade of the U.S. credit rating since Obama became president.

Executive agency rulemaking shields the link—Obama will back away from domestic political defenses of the plan if Congress presses him
Herz ’12 – professor of law and co-director of the Floersheimer Center for Constitutional Democracy
(Michael E., “Political Oversight of Agency Decisionmaking”, Administrative Law JOTWELL, 1-23-2012, 
Mendelson begins with two important but often overlooked points. First, we know remarkably little about the content and scope of presidential oversight of rulemaking. Second, there’s presidential oversight and there’s presidential oversight; that is, some presidential influence is almost indisputably appropriate and enhances the legitimacy of agency decisionmaking, and some (e.g. leaning on the agency to ignore scientific fact or to do something inconsistent with statutory constraints) is not. Although presidents have long exerted significant influence on agency rulemaking, and although that influence has been regularized and concentrated in OIRA for three decades, it remains quite invisible. The OIRA review process is fairly opaque (though less so than it once was), influence by other parts of the White House even more so, and official explanations of agency action almost always are silent about political considerations. As a result, the democratic responsiveness and accountability that, in theory, presidential oversight provides goes unrealized. Presidents take credit when it suits them, but keep their distance from controversy. (Although Mendelson does not make the connection explicit, her account resonates with critiques by supporters of a nondelegation doctrine with teeth who are dismayed by Congress’s desire to take credit but not blame.)

Winners win
Singer 9 – editor of MyDD.com, J.D. candidate (Jonathan, 3/3. “By Expending Capital, Obama Grows His Capital.” http://mydd.com/2009/3/3/by-expending-capital-obama-grows-his-capital)
Peter Hart gets at a key point. Some believe that political capital is finite, that it can be used up. To an extent that's true. But it's important to note, too, that political capital can be regenerated -- and, specifically, that when a President expends a great deal of capital on a measure that was difficult to enact and then succeeds, he can build up more capital. Indeed, that appears to be what is happening with Barack Obama, who went to the mat to pass the stimulus package out of the gate, got it passed despite near-unanimous opposition of the Republicans on Capitol Hill, and is being rewarded by the American public as a result. 
Take a look at the numbers. President Obama now has a 68 percent favorable rating in the NBC-WSJ poll, his highest ever showing in the survey. Nearly half of those surveyed (47 percent) view him very positively. Obama's Democratic Party earns a respectable 49 percent favorable rating. The Republican Party, however, is in the toilet, with its worst ever showing in the history of the NBC-WSJ poll, 26 percent favorable. On the question of blame for the partisanship in Washington, 56 percent place the onus on the Bush administration and another 41 percent place it on Congressional Republicans. Yet just 24 percent blame Congressional Democrats, and a mere 11 percent blame the Obama administration. So at this point, with President Obama seemingly benefiting from his ambitious actions and the Republicans sinking further and further as a result of their knee-jerked opposition to that agenda, there appears to be no reason not to push forward on anything from universal healthcare to energy reform to ending the war in Iraq.



